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It is suggested to use a machine learning approach based on generative adversarial networks to detect the peak 
wavelengths of several Fiber Bragg Gratings (FBGs). A generative model and a discriminative model make up the 
algorithm. The discriminative model predicts the real FBG signal by the computation of the loss functions, whereas the 
generative model creates a synthetic signal and is sampled for training using a deep neural network. Separate calculations 
are made for the loss functions of the generating and discriminative signals after training. The discriminative signal's loss 
function maximum and generative signal's loss function minimum are matched, and the resulting peak wavelength which is 
the required peak wavelength of FBG is found. Simulink in MATLAB is used to experimentally validate the suggested 
approach. 
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1. Introduction  
 

An optical fibre sensor called a Fiber Bragg Grating 

(FBG) may be used to monitor a variety of accurate 

physical characteristics, including temperature, strain, 

torque, transmission line fault detection, humidity, 

magnetic field, and others [1]. The FBG can deliver highly 

repeatable static and dynamic sensing measurement data 

under any challenging circumstances. It offers greater 

detecting capabilities compared to conventional 

electronics sensors because of its compact size, longer 

lifespan, and lower maintenance requirements.It is more 

capable of resisting electromagnetic interference [2]. The 

FBG may therefore be used to a variety of sectors, such as 

aerospace [3], structure health monitoring [4], 

microseismic wave detection[5], inclination measurement 

[6], and load measuring systems [7]. An optical spectrum 

analyzer (OSA) is typically used to measure the reflected 

spectral data of FBG, however it is not appropriate for 

dynamic peak measurement. The experimental spectral 

data is recorded and stored in a computer device linked to 

the OSA or spectrometer using a GPIB connection, and an 

appropriate peak detection algorithm may be employed to 

determine the peak wavelength and shift in the FBG peak 

owing to application physical factors. There are some 

developed peak detection methods in this framework. 

Polynomial curve fitting [8, direct approach [9], centroid 

detection method [10], a non-linear Gaussian method [11], 

etc. are methods for detecting a single FBG peak. 

Matching filtering approach [12], Hilbert transforms [13], 

cross-correlation and Hilbert transform [14], Self-Adaptive 

[15], Invariant moment retrieval [16] etc. are techniques 

for multiple FBG peak identification. 

  The other FBG peak detection technique that is now 

in use was proven to work and is based on machine 

learning. Examples include feature extraction support 

vector machine (FE-SVM)[22], deep convolutional neural 

network[23], decision tree with SVM[17], extreme 

learning machine[19], K-nearest neighbor's algorithm[20], 

and support vector machine (SVM)[17]. Because the FBG 

has a poor reflected spectrum, many of the currently 

available machine learning methods struggle with 

efficiency and mean square error during peak detection. 

The GAN-based machine learning approach for single 

FBG peak [25] is used to address these issues, however in 

this research, the algorithm is created for single FBG [25] 

and extended for multi FBG. In this study, we proposed a 

same Generative Adversarial Network (GAN) for multi 

FBGs. The proposed algorithm is verified experimentally 

as well as Simulink in MatLab. 

 

 
2. Basic theory of proposed algorithm 
 

The Fiber Bragg Grating is an optical sensor  that has 

a reflective chrateristics when the monochromatic light 

source pass through it. When the multiple FBGs are 

connected in cascaded form and broadband light source is 

incident then some of light ray is reflected back at 

wavelenghts , , ,………………,  for n-

FBGs. The Bragg Wavelength will depends and varies 

with change of grating period and effective refractive 

index which is given as 

 

                                                     (1)   

 

where the effective refractive index of the optical fiber's 

core mode is , the grating period is , and the   is 

the Bragg wavelength. Temperature, strain, and other 
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physical characteristics vary in a manner that is 

proportional to the change in the Bragg wavelength. 

In Fig. 1, it is suggested and explained how to detect 

multi-FBG peak using GAN-based machine learning. The 

Generative Model (GM) and the Discriminative Model 

make up the GAN (DM). To create a synthetic signal that 

resembles the FBG signal in form, the GM is employed. 

The wavelength range of a model signal assumed in the 

generative model is the same as that of the FBG signal. 

For quick processing, a deep neural network (DNN) is 

used to sample and train the produced model signal. The 

discriminator model receives the signal from the generator 

model after sampling and training. To produce the genuine 

signal, the Discriminator model is also sampled, along 

with the FBG or real signal. Calculating the loss function 

of the real signal and created signal, the discriminative 

model separates the genuine signal from the synthetic 

signal using DNN. At a certain wavelength, which is the 

intended peak wavelength, the loss functions of the 

discriminative model are maximised and those of the 

generative model are minimised. 

As, it is explained that the GAN model  for single 

FBG [25] and it is extended for multi-FBG Peak detection. 

The GAN is combination of generative and discriminative 

model but both model reqired  to train seperatly which is  

describe as 

 

a) Discriminator model training: 

 

In GAN model Discriminator model (DM) is train but 

the same time the other model (GM) is kept as untrained 

and written in eq.2, in terms of the loss function as 

 

    (2)  

where,   is the discriminator model output as 

loss function and  is the loss function of 

generator. 

By differentiating with regard to , the 

discriminator seeks to maximise the corresponding loss 

function F( )  in order to determine the ideal 

value of discriminator as  

 

                          (3) 

 

where,  is the probability estimation of real signal 

and  is the probability estimation of generated 

signal. 

To optimize  the  should be maximum 

and would approach to 1, the   is minimum at a 

particular point of position. 

 

b) Generator model training 

 

The Generator model train while, the discriminator 

model has been kept fixed and applied the process for 

training with the help of mathematical expression, given 

as, 

 

 (4)                                

By combining the eq-3 and eq-4, we can write, 

 

          

(5)   

 
By using the concept of Kullback-Leibler (KL) 

divergence, in eq-5, the  is minimum 

when the  is minimum, say equal to zero. So, the 

minimum of  means, the true signal is identified  by 

calculating the  loss functions of generated signal and the 

real FBG signal. The  loss function is maiximum for 

discriminated signal  and minimum for generated signal at 

a specific wavelength. 

 

 
Fig. 1. Generative Adversarial network block diagram 

 

Fig. 2 shows the proposed approach for FBG peak 

identification utilising a GAN training model. The relevant 

signal is sampled at various levels after the generative 

model and discriminative model are trained independently. 

The levels as  ,  , ……………..   for the produced 

signal and    , ……..   for the FBG's 

reflectivity spectrum. The sampled data of both the 
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produced signal and the genuine FBG signal are moulded 

into discriminator levels, and the discriminator determines 

the true signal by computing the loss functions of both 

signals. The loss function reaches its maximum for the 

discriminated signal and its minimum for the produced 

signal at the required peak wavelength. 

 

 
 

Fig. 2. DNN network structure of peak detectioon of FBG using GAN 

 
                           (6) 

 

                             (7) 

 

          (8) 

 

                (9) 

 

The weight value  will be update until the peak of 

discriminated signal and generated signal matched and the 

weight value  will be updated to set equipoint of 

minima  of loss function of generated signal and maxima 

of loss function of discriminated signal. 

 

3. Multi-FBG  simulation for peak detection  
    algorithm using GAN 
 

Multi-FBG peak peak detection has been simulated 

utilising the suggested FBG peak detection technique 

employing GAN. The simulated reflected spectrum for 

FBGs is given as using the coupled-mode theory[24] and 

may be seen as 

 

                                                   (10) 

= ,  =2n ( , =  and  = + , 

 

where, the = ac coupling factor, = dc self-coupling 

factor  , = detuning. We have considered the 2- FBG 

peak having wavelength range 1547 nm to 1549 nm  for 

FBG-1, 1549 nm to 1551 nm for FBG-2 , with a central 

peak at 1548.14 nm, 1550.19 nm , respectively.The 

reflected spectrum of four FBGs are calculated and  

plotted in Fig. 3a. To implement the proposed peak 
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detection of FBGs using  GAN structure, the gaussian 

model is used as a generator model to generate  a  

sysnthetic signal having similar shape as FBGs reflected 

spectrum and written as. 

 

                              (11) 

 
where, ‘h’ is the  constant and representing the peak height  

of generated signal,  is the deviation in bandwdith  ,   

is the central peak of the generated signal.It is plotted in 

Fig. 3b. As per principle of proposed peak detection 

algorithm,  will be  varies and matched with  the peak 

wavelength of FBGs by  training of DNN. The generated 

signal and FBG signal are seperately trained mentioned 

and explained in Fig. 4. The peak of FBGs spectrum and 

generated signal may differ after separate training of FBGs 

spectrum and generated signal. 

The GAN based machine learning is  used to  reduce 

the problem occurs  during peak matching of  FBGs 

spectrum and synthetic signal. The regression analysis 

mehtod is used for calculate the R  value and plotted in 

Fig. 5. To analyze the regration, the deep neural network is 

use for training, testing and validation. The 70% of  four 

FBGs simulated data is used for training and 30% of 

simulation data are used for testing. The performance of 

training and testing are calculates in-terms of regression 

(R) values as 0.99993 and 0.99993 respectively. Also, the 

overall performance of regression is calculated as 0.99994 

and we see that, the regression value is maximum when 

peak of FBG spectrum and generated signal is matched. If 

the regression value is low then the peak are not matched. 

From these result we conclude that the testing and 

validation of proposed algorithm is performed with good  

accuracy. The high value of R means, the mean square 

error(MSE) should be  very low , which is calculated as 

0.0000074 at 39 epoch and plotted in Fig. 6. After 39 

epoch the traning, testing and validation line are crosess 

the best set line with very less error. The performance 

validation low means the mean square error(MSE) is very 

low and nearly equal to zero. As we know, the low MSE 

tells the, proposed peak detection of FBG using  GAN is 

efficiently work with good efficiency. 

 After regression, the loss function of discriminated 

signal and the loss function of generated signal are 

calculated and expressed as: 
 

             (12) 

 

                (13)  

 

The mamixma of loss function of discriminated signal 

and  minima of loss function of generated signal are lie on 

the same wavelenth as 1548.14 nm, 1550.19 nm, 

respectively  for two FBG plotted in Fig. 7. The derivative 

of loss function are equatited with zero to find the exact 

peak wavelength of FBG. The simulated result is verified 

by experimetally in section 4. 

  

 
 

Fig. 3. Comparison response of  2-FBGs Reflectivity and generated signal (color online) 

 
 

Fig. 4. Peak matching of FBGs spectrum  and generated signal using DNN-GAN (color online) 
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Fig. 5. Regression analysis using DNN-GAN (color online) 

 

 
 

Fig. 6. Performance analysis and MSE calculation (color online) 

 

 
Fig. 7. Loss calculation of DM and GM and peak wavelength detection (color online) 
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4. Experiment setup and result analysis  
 

Experimental work is done with the suggested 

approach to detect multi-FBG peaks using GAN. A 

wideband light source is represented in the configuration 

in Fig. 9. (DenseLight semiconductors, DL-BX9-

CS524A). Broadband light source is introduced through 

port 1 of Y-coupler and exits through port 2. With a 

wavelength range of 1547.5 nm to 1552.5 nm and a centre 

peak of 1549.54 nm and 1550.81 nm, respectively, the 

emerging light on port -2 is incident on two FBGs coupled 

in cascade. The FBG's reflected spectrum enters port 2 of 

the Y-coupler once again before exiting at port 3. A 

computer system that is linked to the optical spectrum 

analyser via GPIB cable gathers the reflected spectrum 

data at port-3. 

Fig. 10 shows the produced signal together with the 

normalised spectra of two FBGs. Using a deep neural 

network, samples from the FBG's reflected spectrum are 

taken for training. The created synthetic signal is likewise 

sampled and trained using DNN, which is shown in Fig. 

11. Regression analysis is used to examine both the 

produced signal and the genuine FBG signal that has been 

collected and trained. The training, testing, and validation 

features from the regression analysis are presented in Fig. 

12. Also, for training, testing, and validation only, the 

regression value is 0.9939, 0.99207, and 0.9938, 

respectively. The performance of testing and validation is 

extremely low and very near to zero, as seen in Fig. 13. 

With low MSE values, a differentiated signal's loss 

function is at its maximum. The mu parameter, which is 

1e-7 and has a low gradient value of 0.0022 at epoch-9, 

leads us to another conclusion.The performance of the 

min-max of the loss function of the discriminated signal 

and the produced signal is further validated by the training 

state depicted in Fig. 14. The peak of the FBG spectrum 

and the produced signal are matched when the regression 

is run, as shown in Fig. 11. We discovered this since the 

R-value was high. The discriminator generates the 

matched signal by calculating the loss function of the 

created signal and the real signal under consideration. At a 

specific wavelength, which is the intended peak 

wavelength, the loss function of the real signal is 

maximized and the loss function of the produced signal is 

minimized. Calculating the minima of the loss function of 

the produced signal and the maxima of the loss function of 

the distinguished genuine FBG signal yields the desired 

peak locations in terms of wavelength. The produced 

signal's minima and the discriminated signal's peak 

positions both lie on the same wavelength. The equipoint 

of both positions of the loss function is calculated as 

1549.5002 nm for FBG-1 and 1550.8001 nm for FBG-2 

which is plotted in Fig. 15. The measured peak wavelength 

is nearest to the central peak of  FBG used for the 

experiment as 1549.5 nm for FBG-1 and 1550.8 nm for 

FBG-2, with a low error of 0.2 pm and 0.1 pm 

respectively. Hence, the proposed peak detection 

algorithm of Multi-FBGs using GAN is successfully 

performed and veriifed experimentally with good 

accuracy. Also the performance analysis of different peak 

detections are summrised in Table 1.  

 

 
 

Fig. 8. Experimental setup 

 

 
 

Fig. 9. Normalized experimental FBGs reflectivity and generated signal (color online) 
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Fig. 10. Peak matching of experimental reflected spetrum  of FBGs  and generated signal using DNN-GAN (color online) 

 

 
 

Fig. 11. Regression value calculation of experimental data (color online) 

 

 
 

Fig. 12. Analysis of performance of DNN-GAN (color online) 
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Fig. 13. Validation fail and gradient value calculation using DNN at specific epoch (color online) 

 

 
 

 

Fig. 14. Loss calculation of DM and GM and peak wavelength detection of experimental data (color online) 

Table 1.The performance comparison of different Peak detection techniques 

 

Ref.  

no. 

FGB peak detection methods based 

on  

3-dB bandwidth of the 

considered FBG signal  

Mean Mean square error 

(MSE) 

[13] Hilbert transform 0.212 nm 5.80 pm ---- 

[16] Invariants moment interval 0.3 nm 0.19 pm 0.5 pm 

[18] Machine learning techniques for liquid 

level estimation 

0.5 nm ---- 3.58 cm  

[19] E-machine learning ---- ---- 0.918 pm 

[26] GAN-DNN based Machine learning   3 pm 

------ GAN (present work) 0.3 nm 0.008 pm 0.20 pm 
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5. Conclusions  
 

The proposed peak detection algorithm of FBG using 

Generative Advarsarial Network(GAN) is successfully 

developed. The algorithm is verified by experimental and 

simulation in MATLAB. Basically, GAN is based on 

Generative and Discriminative model. A random gaussian 

signal is generated by generative model and sampled for 

mixing the signal with real FBG signal for discriminating 

the real signal by discriminator. The loss function is 

calculated of generated signal and discriminated signal 

when the peak of generated signal is matched with real 

signal after training seperatley at least 1 or 2 epohes. The 

peak wavelength is calculated as 1549.5002 nm  for FBG-

1 and 1550.8001 nm for FBG-2. Also, the error is 

calculated as 0.2 pm and 0.1 pm respectively with MSE as 

0.0022. The performance of regression analysis is 

measured as 0.9935, hence, the multi-FBG peak detection 

using GAN is performed  with high efficiency and good 

accuracy. The future work is to performe the same 

algorithm in time domain. 
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